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The increasing use of Large Language Models (LLMs) like
ChatGPT into academia is transforming scholarly
communication. In anesthesiology and pain medicine, where
clinicians balance immense clinical workload with
publication ambitions, these tools offer a lucrative
opportunity: to streamline the tedious process of manuscript
preparation.® However, their use is a double-edged sword,
and demands a proactive, ethical, and focused response from
the scientific community. The critical question is no longer if
we should use them, but how to use them responsibly,
without compromising the scientific integrity, originality,
and human expertise that form the bedrock of our scientific
publication process.

1. The Potential: A Powerful Force Multiplier

There are multiple potential advantages of the use of LLMs
for scientific publications. LLMs can serve as a powerful
force multiplier, ensuring enhanced productivity across
different domains:

1. Idea generation and hypothesis formation: They can
accelerate the initial phase of a project by scanning
voluminous literature and identifying gaps in
existing knowledge.

2. Overcoming writer's block: For many, the biggest
hurdle is the blank page. LLMs can help by
suggesting an outline or by simplifying complicated
methodologies, making the writing process easier.

3. Enhancing language clarity: These tools can help
improve grammar and clarity, especially for
researchers who are not publishing in their first
language. This ensures that their work is judged not
on the quality of written language, but on the
scientific merit.

4. Technical support: LLMs can assist with technical
tasks such as formatting references to specific
journal guidelines or suggesting appropriate
methods for statistical analysis, thereby saving
valuable time for busy clinicians.

2. The Peril: Risks and Ethical Dilemma

These benefits are shadowed by serious risks that must be
addressed.?

1. Factual inaccuracy and hallucination: LLMs
generate plausible text, not factual truth. They can
invent references, fabricate data, and present
incorrect information with exaggerated confidence,
threatening the foundation of scientific trust.

2. Amplification of bias: These models can perpetuate
and amplify biases present in their training data,
potentially skewing the scientific narrative in subtle
ways.

3. Breach of confidentiality: Submitting patient details
or unpublished results into a public LLM constitutes
a major breach of privacy and trust.
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4. Undermining critical thinking: Over-reliance on
these models may erode essential analytical skills,
while excessive use in drafting can create issues like
accountability and plagiarism.

3. Guidelines for Ethical Use: Transparency and
Accountability

Given these risks, clear guidelines are essential. The
following principles and boundaries must be established.

3.1. Authorship and disclosure

LLMs must never be considered authors because they cannot
possess the accountability or intellectual contribution that
authorship requires.® An LLM is a tool, just like a statistical
software. However, its use must be transparently disclosed.
While the specific location of disclosure (e.g., methods
section for substantive contributions, acknowledgements for
language editing) can be debated, the principle cannot.
Additionally, this disclosure must be explicitly mentioned in
the cover letter to the editor. Remember, ultimately it is the
human authors who retain full responsibility for every word
written in the manuscript.

3.2. Appropriate and prohibited uses

The appropriate use of LLMs varies across the manuscript
lifecycle (Figure 1). They are well-suited for preparatory and
supportive tasks: brainstorming, drafting outlines, and
polishing language. However, their use must be strictly
prohibited in core scientific functions. They must not be used
to draft the results section, as the presentation of original data
must be precise. Their role in interpreting results and drawing
conclusions should be highly restricted, as these tasks require
intellectual expertise. They should never be used to generate
citations or for peer review, which requires confidential
expert assessment.

4. The Essential Principles and the Role of Journals

This leads to the essential ethical principles that must guide
every researcher: Transparency, accountability, verification,
integrity, and confidentiality. Using an LLM without
disclosure breaches trust, while using its output without
rigorous, expert verification is academic malpractice.* The
human expert must remain the final arbiter of all content.

Journals have a critical role in providing clear guardrails.
They must establish standardized policies that prohibit Al
authorship, mandate disclosure, and include strong clauses on
author accountability.® This ensures a level playing field and
protects the integrity of the publication process. Editors may
use LLMs for administrative tasks like technical checks but
must never delegate editorial decisions to them.

5. Broader Implications and the Path Forward

Beyond immediate risks, we must consider emerging issues.
The "Al-washing" of low-quality submissions threatens to
overwhelm peer review.® The long-term erosion of writing
skills and critical thinking poses a risk to the holistic
development of budding scientists. Legal questions
surrounding the copyright of Al-generated content, along
with the growing issue of data contamination, where models
are trained on Al-created text, are emerging as substantial
challenges.” Current legal consensus holds that copyright
requires human authorship; thus, the raw outputs of Al
systems cannot be copyrighted, although derivative works
involving human creativity may be eligible.® Multiple
ongoing lawsuits focus on both, the use of copyrighted
material for training Al models and on the potential for
infringement when Al-generated works closely resemble
existing protected works.

Appropriate Uses Prohibited Uses
Brainstorming & Outlining Drafting Results
Language Polishing Interpreting Data
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Formatiing Referencés / Manuscript Preparation R
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“Human oversight and verification are”

mandatory across all appropriate uses,

Figure 1: A framework for LLM use in manuscript preparation
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6. Future Directions and Collaborative Efforts

As LLMs continue to evolve, ongoing research is essential to
better understand their capabilities, limitations, and ethical
implications in academic publication. Collaborative efforts
between anesthesiologists, Al developers, ethicists, and
journal editors will be crucial to develop standardized
guidelines, best practices, and verification tools that preserve
scientific integrity while maximizing the benefits of these
technologies. Additionally, periodic updates to policies will
be necessary to keep pace with rapid advancements in Al,
ensuring that the responsible use of LLMs remains aligned
with emerging challenges and opportunities.®

In conclusion, LLMs present a dual reality for academic
anesthesiology. They are powerful tools that can enhance
productivity. However, they are also potential vectors for
error, bias, and ethical breach. Their value is entirely
dependent on the expertise, judgment, and integrity of the
human user. We must embrace their potential while
instituting robust safeguards centered on transparency,
human oversight, and unwavering accountability. The goal
should be to use these tools to augment our capabilities,
ensuring that the human intellect remains the definitive
author of all scientific progress.
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